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Overview ol goal

= The software of LENA yields a very useful
labeling

" ['he proof of its value Is In outcomes
(prediction of age, group: classification,

correlation with other language measures)

" S0 at a global level the system has proven
itseli-and more Importantly.

=t has proven that autemated analysis of
Massive samples IS here to stay.




Interpretive subtiety as a key to the

long-term Value off the approach
= \Ve're going to focus on the labeling
functions and hoew. to interpret their
outcomes appropriately.

= 'he methods are designed to yield a

maximally: accurate outcome at a global
level — the level of the recording

= he labeling at the local leveliis
subordinated to this glebal accuracy goal

" \uch offwhat one sees in a real labeled
file Is not correct




The key conclusions

= T'he many mistakes that the software
makes at the local level require us to be
intelligent about how we use the

Information

= Ve need to think about ways the software
might lead us astray

But at the same time we need to capitalize
on the opportunities of the new: method
and not e swayed by irrelevant traditional
tRinking that InSISts on seme anbitrary.
MELC ol reliability




Viaitain eptimism

E.g., low kappa Is noet necessarily - a reason to discard
data on any particular autemated coding

One needs always to look at the outcome comparisens
and reason again about the significance of a low
reliability factor;

|-'envision a back and forth between modeling and
Various outcomes

In the Tellowing graphibased on data from the PNAS
paper;, the canonical syllable (€S) and squeal (SQ)
parameters (see red anrows) had very low: (but pesitive
and highly: statistically: significant) kappas ofi agreeement,
yet they Were strong prediclors of age and el group
differentiation




Arrows point to outcomes
where agreement
between human observer
and machine labeling
had low kappa, only
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Labeling flowchart
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Segmentation or labelling
lopics

= J'here are eight basic categories of
‘segment” or label

= J'he Near/Far distinction (based on a

ikelihood ratio test where SIL likelihood Is
the denominator) yields seven additional
categories; thus 15 total categories

= VWithin key: child, additional distinctions

= Childvoee (or SCU; the term usediin the PNAS paper)
0 Y
= \/eg and fixed signals other than cry (Including laugh): VegEix




Gaussian mixture models (GIVilvis)
at the core of the labeling

Imagine eight acoustic representations (GMNs), all
random noise at the beginning of training, each with the
task of learning to resemble the acoustic characteristics
of one of the & basic categories

Imagine that a GVIM is presented with segments that
nave been labeled by human transcribers as the

category. it Is supposed to model, and that on each
presentation, the GIVIIVI makes an adjustment in I1ts
acoustic characteristics: to bring it a little cleser: to the
characteristics ofi the presented segment

All'the 8 GIVIIVIs get this kind ofi training

Aftervery large numbers ol presentations ol labeled
segments each GNIM tends torstabilize as a model of the
Kind ol SEgMENItIS sUppoesed tormodel




Viore on the Gaussian mixture
models (GIVIlVls)

= After training, all the GMMs are non-randem, each a
composite model of its category (ene has acoustic
properties of Female Adult utterances, one of Male Adult
and so on), based on many. different exemplars that had
been presented: in training

lo test for reliability of the GNMMSs, they are presented
with new. human-labeled segments, that had noet been
Invelved in the model training, and the machine labeling
IS compared quantitatively: with the human labeling




Laneling constraints

Vin duration constraints on labeled events
= 1000 ms for MAN/EAN/TVN/OLN

= 800 ms for SIL, NON, CXN

= 500 ms for CHN

Iihe special category. oft Overlap (OLN/OLE); must
Include a voice, but remember, It IS based on 1ts own

GMIM where training exemplars included one or more
VOICES plus poessible other seunds

Jihe start and end times of |labeled events are often not
where a listenerwould place them (80-40 ms errors are
common)

Vocal activity: blocks (VABS) and the related ideal of;
Conversations Vs Pauses

= the 5 sec rule 1s usedifor boundaries between VVABS




Other durational constraints

Child'vocalizations (Childvec) within- CHN/CHE begin
when the acoustic energy. level first rises to 90% above
baseline for at least 50 ms and end when it falls to less
than 10% above baseline for at least 300 ms

Thus 50 ms is the absolute min for a Childvoc, and 300
ms IS the max break within a Childvoc

Iihe easier way. to think about this:may. be that Childvoecs
are never teo short, and never broken up by long
silences (never broken up by a silence as long as a
typical syllable; i.e. 300 ms), but caniconsist ofilong
utterances with many. syllables

VWhen a silence longer than 300 ms eccurs within'a
CHN/CHE, a new: Childvec begins




H M
CUC, Slence  CUG, Female Adult CUC,
=900 ms

CUC= child utterance cluster or CHN/CHF



This is a blowup of the first CUC from the priog slide

.

Vocal Island analysis is not a part of the standard LENA algorithms,
but was used in the PNAS analysis

Step
) t
CcucC
2 << }4_ > < : >
CVI = %hild vodgl island (roughly a syllable) ms ms
e G—l < > < >4 > <
CVI, Silence CVI Silence CVl, Silence CVl,
1 2
=200 =400 =500
ms ms ms
4 Gy G Gp— 4 < > < : > < oV
CVli sience ©VL  silence CVI3_ Silence 4
SV, ) Vegetative Cry
5 SVI = S%aech-related Vocal Isand (not cry or veg)
—
SCU Not used in our

SCU= Speech-related Child Utterance analysis



How: wWas reliability’ of:
segmentations assessed?

70 hours of transcribed data in 6 ten-min chunks from each of:
70’ children balanced for gender and age were used for testing

This was done with the segmentations from the automated
system in front of the transcribers (in the open source
software " lrranscriber”)

Jiranscribers moved boundaries and relabeled with many.
more categories than the 15 (>70)

Iihe lead transcriber reviewed every segment in the entire 70
hours before submission to reliability tests

Iiranscribers were encouraged to be critical ofithe machine
labeling

Often transcriptions showed events vielating the min duration
constraints




IHow, reliaple are the
segmentations?

= [The comparison between machine and
transcribers was done at the frame level (10
ms)

= Collar guard at various: settings (neminal 30
ms, the value used for the PNAS paper) to
allow: small errors without penalty: at the
start and end times ofi segments

= hese yield over 0.7 agreement Inf most
cells or the reliability: matrices (many: have
peen compuied)




a. When rows sum to one , the human listener is the gold standard

Human listener Machine classification
classification Key child Other
Key child 0.73 0.27
Other 0.05 0.95
b. When columns sum to one, the machine is the gold standard
Human listener Machine classification
classification Key child Other
Key child 0.64 0.03
Other 0.36 0.97




These data give a picture of the accuracy of the algorithms within the CHNs
and CHFs, that is the accuracy of differentiation of Speech related material from

cries and vegetative sounds

Human listener Machine classification
classification SVI Cry/Vegetative
Svi 0.75 0.25
Cry/Vegetative 0.16 0.84
b.
Human listener Machine classification
classification SV] Cry/Vegetative
SVi 0.86 0.28
Cry/Vegetative 0.14 0.72




VWhat is a Voecal Activity Block
(or conversation)?

LLots of reom for containing a variety of: event types

Viust contain at least one of the following 4 segment
types, or any combination of them: MAN, FAN, CHN, or
CXN

But a VAB can be broken up by (I.€., a new VVAB starts
at) .any. combination of more than 5 sec ofi the 1
segment types that cannot be part of'a “conversation®,
namely MAE or FAE or CHE orr CXE o OLE or OLN or
NOE or NONor TVE or VN or SIL

And oficourse a VVAB: can include within it, any
combination ol /ess than 5 Ssec of the segments that
cannot be part of:a “conversation:




VWhat Is a conversational turn?

LLots ol roeom for containing a variety ol event
types, but CXN is not included

MAN or FAN + CHN in either order, within vocal
activity block (VAB)

Vliust not Include any combination ofi more than 5
sec of MAE or FAE or CHE or CXE or OLE or

OLN or NOE or NONor I'WVE or VN or SIL

AND; 1if a CXNi intervenes between a MAN or
EAN+ CHNIn either order, ne conversational
turn IS counted

A EINAL CONSTRAINTE A conversational turn is
nvalidated by any FAN or MANthat was given a
0 word count by the word count medule (AWE)




A summany, wnaat isra pause

pbetween VABS?

= | ots of room for containing a variety of
event types

= Any Far event, OLN or VN, NON, or SIL

= |lust consist of these things I any.
combination of at least 5 sec




Viajor things to leok out for

= Reliability of-labeling Is pretty good at the event
(segment) level

= At the level of conversational turn or any sequence
of events, you reduce the reliability: by amounts
unknoewn, perhaps as much as the product of the
reliabilities for the two segments (e.g., 0.7 = 0.7=

0.49)

And consider complications of Interpretation I
there Is everlap or far segments embedded in the
turn (Whichithey:are allowed terlbe), or EAN/IVAN

with O'woerd count




Vlore technical topics

Gaussian mixture models were trained on 230 hours of
human coded data

L.abeling Is based on a maximum likelihnood model (for
every segment in a recoding, a likelihood Is determined
for each of the GMNs, and the highest likelihood is

chosen as the label)

Time frame of eperation of the GIVIVIs is 10 ms, but the
label decisions are made based on min length of events
(Ite., twice the min length constraint, or 1200-2000'ms, IS

the search space)
lteration of procedures oeeurs in several instances

IV detection IS refined In subsequent Passes of;
PreCESSING




